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Abstract

Image inpainting aims to obtain a visually plausible image interpolation in a region of the image
in which data is missing due to damage or occlusion. Usually, the only available information
is the portion of the image outside the inpainting domain. Besides its numerous applications,
the inpainting problem is of theoretical interest since its analysis involves an understanding of
the self-similarity present in natural images. In this work, we present a detailed description
and implementation of three exemplar-based inpainting methods derived from the variational
framework introduced by Arias et al.

Source Code

The implementation written in C++ for this algorithm is available in the IPOL web page of this
article1. Compilation and usage instructions are included in the README.md file of the archive.

Keywords: image inpainting; variational methods; exemplar-based; nonlocal methods

1 Introduction

Image inpainting, also known as image completion, disocclusion or object removal, aims to obtain a
visually plausible image interpolation in a region of the image in which data is missing due to damage
or occlusion. Usually, to solve this problem, the only available data is the image outside the region
to be inpainted. Inpainting has become a standard tool in digital photography for image retouching
and video post-production. Besides its numerous applications, the problem is of theoretical interest
since its analysis involves an understanding of the self-similarity present in natural images.

1.1 Context: Geometric and Texture Inpainting

Most inpainting methods found in the literature can be classified into two groups: geometry- and
texture-oriented depending on how they characterize the redundancy of the image.
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Variational Framework for Non-Local Inpainting

Geometry-oriented methods. In this class of methods images are usually modeled as functions
with some degree of smoothness, expressed for instance in terms of the curvature of the level lines
or the total variation of the image. This smoothness assumption is exploited to interpolate the
inpainting domain by continuing the geometric structures of the image (its level lines, or its edges),
usually by means of a partial differential equation (PDE). Such PDEs can be derived from variational
principles [31, 5, 14, 15, 20, 30], or inspired by phenomenological modeling [8, 11, 41]. These methods
show good performance in propagating smooth level lines or gradients, but fail in the presence of
texture. They are often referred to as structure or cartoon inpainting.

The geometry-oriented methods are said to be local in the sense that among all the data available
from the image, they only use the information at the boundary of the inpainting domain.

Texture-oriented methods. Texture-oriented inpainting was born as an application of texture
synthesis [19, 25]. Its recent development was triggered in part by the works of Efros and Leung [19],
and Wei and Levoy [42] using non-parametric sampling techniques. In these works texture is modeled
as a two dimensional probabilistic graphical model, in which the value of each pixel is conditioned by
its neighborhood. These approaches rely directly on a sample of the desired texture to perform the
synthesis. The value of each synthesized pixel x is copied from the center of a patch in the sample
image, chosen to match the available portion of the patch centered at x.

This strategy has been extensively used for inpainting [9, 10, 16, 18, 19, 35]. As opposed to
geometry-oriented inpainting, these so-called exemplar-based approaches are non-local. That is, to
determine the value at x, the whole image may be traversed in the search for a matching patch. Thus
the problem of exemplar-based inpainting can be stated [17] as that of finding a correspondence map
ϕ : O → Oc, which assigns to each point x in the inpainting domain O (a subset of the image domain
Ω ⊂ R2) a corresponding point ϕ(x) ∈ Oc := Ω \ O where the image is known (see Figure 1). The
unknown part of the image is then synthesized using the map ϕ.

Early exemplar-based approaches to image inpainting [19, 42] use greedy procedures for computing
the correspondence map. Their results are very sensitive to the order in which the pixels are processed
[16, 35, 23]. To address this issue Demanet et al. [17] proposed to model the inpainting problem as
an energy minimization in which the unknown is the correspondence map itself

E(ϕ) =

∫
O

∫
Ωp

|û(ϕ(x+ h))− û(ϕ(x) + h)|2dhdx, (1)

where û : Oc → R is the known part of the image, and Ωp is the patch domain (a neighborhood of
the origin 0 ∈ R2). The unknown part of the image is then computed as u(x) = û(ϕ(x)), x ∈ O.
Thus ϕ should map a pixel x and its neighborhood in such a way that the resulting patch is close to
the one centered at ϕ(x). The energy (1) is highly non-convex and no effective way to minimize it is
known [3]. Hence, other authors have proposed simpler optimization problems for determining such
correspondence map.

For instance, in [27] the correspondence map estimation is formulated as a probabilistic inference
on a graphical model defined on a coarse image lattice. A message passing algorithm could then be
applied to compute a correspondence map on this coarse grid. Other authors [38, 29] propose to
minimize the energy (1) for the smallest possible patch domain Ωp: the center of the patch plus its
four immediate neighbors in the discrete image rectangular lattice. The minimization is seen as a
graph labeling problem on the lattice, where the labels are a discrete set of shifts t (or equivalently,
the positions on the known portion of the image). In this case, the energy (1) corresponds to a
pairwise Markov Random Field and is minimized using graph cuts.

Another approach [26, 43, 28] is to treat the unknown image as an auxiliary variable. The

363



Vadim Fedorov , Gabriele Facciolo , Pablo Arias

Figure 1: Inpainting problem. Left: on a rectangular image domain Ω, missing data u in a region
O has to be reconstructed using the available image û over Oc := Ω \O. A patch centered at x ∈ O
is denoted by pu(x). The set of centers of incomplete patches is Õ := O + Ωp, where Ωp denotes
the patch domain. Middle: the image shows a completion obtained using the patch NL-medians, a
scheme derived from the general formulation presented in this work. Right: the resulting completion
shows a correspondence map which is a piece-wise translation. The red curves show the boundaries
between the regions of constant translation. In each of these regions, the image is copied rigidly from
a corresponding region in Oc.

resulting energy functional can be regarded as a relaxation of (1)

E(u, ϕ) =

∫
Õ

∫
Ωp

|u(x+ h)− û(ϕ(x) + h)|2dhdx, (2)

where Õ := O+ Ωp denotes the set of centers of patches that intersect the inpainting domain O (see
Figure 1). The energy is optimized using an alternating scheme with respect to the variables u and ϕ.
The unknown image is determined as part of the optimization process, instead of being constrained
to be u(x) = û(ϕ(x)). Although this relaxation is still non-convex, the alternating minimization
scheme converges to a critical point of the energy. This approach has been applied to video denoising
by considering 3D patches with impressive results [43, 34].

In [2] a formulation is proposed which can be seen as a generalization of (2) in two different
aspects:

1. By considering different patch similarity criteria other than the squared L2-norm. Via the
selection of the patch similarity criterion different inpainting schemes can be naturally derived.
Four schemes are discussed in [2], patch NL-means, -medians, -Poisson, and gradient medians
corresponding to similarity criteria based on L2- and L1-norms between patches or their gradi-
ents. The patch NL-means is related to the inpainting methods of Kawai et al. [26] and Wexler
and Irani [43]. Methods related to the patch NL-Poisson and patch NL-medians have been
used by Kwatra et al. [28] in the context of texture synthesis.

2. By encoding self-similarity as a non-local weight function w : Õ × Õc → R, which serves as a
probabilistic correspondence. The resulting weights w correspond to the exponential weights
used for non-local denoising and regularization [4, 12]. A parameter T controls the spread
of the similarity weights. In particular, when T = 0 the similarity weights “converge” to a
correspondence map ϕ : Õ → Õc. This can be made rigorous through the notion of Gamma
convergence (Section 5 of [1]). An analysis of these models can be found in [1].

The general framework of [2] can be applied not only for inpainting but as regularizer in other
inverse problems in which the similarity weights are unknown and have to be estimated together with
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the image ([21], [37], [36]). For the inpainting application it is best suited to take T = 0, because
T > 0 implicates also denoising within the inpainting domain. Therefore, in this work we focus on
the case T = 0.

The inpainting is performed by an iterative minimization process, alternating between image
and correspondence map updates. This iterative process tends to generate a sort of patchwork of
segments copied from the known portion of the image. An example is shown in Figure 1. The
transition between copied segments takes place at a narrow band along the boundary between them.
The four inpainting schemes differ in the way this transition is done (and in the partition found).
Methods based on the L2-norm perform a smooth blending, whereas those based on the L1-norm
favor sharper transitions.

In particular, patch NL-Poisson and patch NL-gradient medians combine the exemplar-based
interpolation with PDE-based diffusion schemes. This results in a smoother continuation of the
information across the boundary and inside the inpainting domain, and in a better propagation of
structures. Furthermore, the inclusion of gradients in the patch similarity criterion allows to handle
additive brightness changes.

1.2 Contributions

This publication describes the implementation of the inpainting framework [2] for the case T = 0,
providing a detailed description and C++ source code for three of the inpainting schemes derived
from it: patch NL-means, patch NL-medians and patch NL-Poisson. The code was designed so that
other inpainting schemes, derived from the same framework with different patch similarity criteria,
can be easily added (such as the patch NL-gradient medians).

Although the code is written with more emphasis on readability than on performance, for the
computation of the correspondence map we use a parallel version of the PatchMatch Algorithm [6],
an efficient algorithm to approximate optimal correspondences.

After introducing the notation in the next subsection, in Section 2 we introduce the continuous
variational framework [2] and the inpainting energies derived from it. Section 3 focuses on the discrete
multiscale minimization of these energies. The efficient computation of the patch correspondences
is done using the PatchMatch Algorithm [6], which is described in Section 3.3. Section 4 presents
some experiments and Section 2.3 some extensions of the framework. The organization of the code
is commented in Appendix A.

1.3 Notation

Images are denoted as functions u : Ω → R, where Ω denotes the image domain, a rectangle in R2.
We commonly refer to points in Ω as pixels and denote them by x, x̂, z, ẑ. Positions inside the patch
are denoted as y. A patch of u centered at x is denoted by pu(x) := pu(x, ·) : Ωp → R, where Ωp is
a rectangle centered at 0. The patch is defined by pu(x, y) := u(x + y), with y ∈ Ωp. Let O ⊂ Ω be
the hole or inpainting domain, and Oc = Ω \ O. We assume that O is an open set with Lipschitz
boundary. We still denote by û : Oc → R the known part of the image u: û := u|Oc .

We denote by Ω̃ the set of centers of patches contained in the image domain, i.e. Ω̃ = {x ∈ Ω :

x + Ωp ⊆ Ω}. As was defined in the Introduction, we take Õ as the set of centers of patches that

intersect the hole, i.e. Õ := O + Ωp = {x ∈ Ω : (x + Ωp) ∩ O 6= ∅}. For a simplified presentation,

we assume that Õ ⊆ Ω̃, i.e. every pixel in Õ is the center of a patch contained in Ω. We denote
Õc = Ω̃ \ Õ. Thus, patches pû(y) centered at points y ∈ Õc are contained in Oc (see Figure 1).
Further notation will be introduced in the text.
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2 Variational Framework

Let us briefly review the inpainting framework proposed in [2] (we will focus here on the particular
case when T → 0, please refer to [2] for a more general presentation).

The image inpainting problem is posed as the minimization of the following energy

EE(u, ϕ) =

∫
Õ

E(pu(x)− pû(ϕ(x)))dx, (3)

where E is a patch error function which measures patch similarity. Similarly to Equation (2), this
energy forces every patch inside the inpainting domain O to be similar to some patch in Õc. Different
choices of E yield different methods.

2.1 The Patch Error Function E

We consider [2] patch error functions E : Ωp → R+ defined either as the weighted sum of pixel errors

E(pu(x) − pû(x̂)) := g ∗ e(u(x + ·) − û(x̂ + ·)) =

∫
Ωp

g(h)e(u(x + h) − û(x̂ + h))dh,

where e : R→ R+, or gradient errors

E(pu(x) − pû(x̂)) := g ∗ e(∇u(x + ·) − ∇û(x̂ + ·)) =

∫
Ωp

g(h)e(∇u(x + h) − ∇û(x̂ + h))dh.

where e : R2 → R+. Here, g : R2 → R+ denotes a suitable intra-patch kernel function, a nonne-

gative function such that
∫
g(h) dh = 1. For example the Gaussian weights g(h) = 1

Z
exp (−‖h‖

2

2a2
),

with standard deviation a and normalization factor Z. We will consider three concrete patch error
functions.

Patch non-local means. In this case we use e(r) = |r|2 and the patch error function is a weighted
squared L2-norm that we denote by

E2(pu(x)− pû(x̂)) = ‖pu(x)− pû(x̂)‖2
g,2 = g ∗ |u(x+ ·)− û(x̂+ ·)|2. (4)

Patch non-local medians. If we set e(r) = |r| then the patch error function results in a weighted
L1-norm

E1(pu(x)− pû(x̂)) = ‖pu(x)− pû(x̂)‖g,1 = g ∗ |u(x+ ·)− û(x̂+ ·)|. (5)

Patch non-local Poisson. Taking a pixel error e( · ) that is a convex combination (with parameter
λ ∈ [0, 1)) of intensity and gradient errors results in the following patch error function:

Eλ,2(pu(x)− pû(x̂)) = λ‖pu(x)− pû(x̂)‖2
g,2 + (1− λ)‖pu(x)− pû(x̂)‖2

g,2,∇ =

g ∗
(
λ|u(x+ ·)− û(x̂+ ·)|2 + (1− λ)|∇u(x+ ·)−∇û(x̂+ ·)|2

)
. (6)

Note that if we set λ = 1 we get E2.
By plugging each of these patch error functions in the energy EE we get different inpainting

functionals. As it will be discussed below, the patch error function determines not only the similarity
criterion but also the image synthesis, thus it is a key element in the framework.

Additional patch error functions could be considered. For example in [2] the L1 norm between
patches of the gradient is also considered.
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2.2 Minimization of the Energies

The objective EE in (3) is non-convex, and we can only compute a local minimum. To that aim, we
use an alternating minimization algorithm. At each iteration, two optimization steps are solved: the
constrained minimization of EE with respect to ϕ while keeping u fixed; and the minimization of EE
with respect to u with ϕ fixed. This procedure is detailed next and summarized in Algorithm 1.

Algorithm 1: Alternate minimization of EE(u, ϕ).

input : Initial condition u0(x) with x ∈ O, tolerance τ > 0
output: Inpainted image uk+1, offset map ϕk
repeat

ϕk ← arg min
ϕ
EE(uk, ϕ). //§ 2.2.1: Correspondence update

uk+1 ←
{

arg minu EE(u, ϕk) //§ 2.2.2: Image update: (11), (12), or (19)

subject to uk+1(x) = û(x), ∀x ∈ Oc

until ‖uk+1 − uk‖ < τ

2.2.1 Correspondence Update Step

When u is fixed, the minimization with respect to ϕ can be done independently for each x ∈ Õ. This
amounts to determine the location in Õc of the most similar patch to pu(x), which is said to be the
nearest neighbor of pu(x):

ϕ(x) ∈ arg min
x̂∈Õc

E(pu(x)− pû(x̂)). (7)

In Section 3.3 we describe an efficient way to compute the nearest neighbor for all the pixels in Õ
without using an exhaustive search.

2.2.2 Image Update Step

Before moving to the derivation of the image update step for the different error functions: (4), (5),
and (6), let us remark that with the change of variables z := x + h, ẑ := x̂ + h, the energy (3) can
be expressed as an accumulation of pixel errors

EE(u) =

∫
Õ

∫
Ωp

g(h)e(u(x+ h)− û(ϕ(x) + h))dhdx =

∫
O

∫
Oc

m(z, ẑ)e(u(z)− û(ẑ))dẑdz + C, (8)

where C is a constant term, and the pixel influence weights m : O ×Oc → R+ is defined as

m(z, ẑ) =

∫
Ωp

g(h)χÕ(z − h)δϕ(z−h)(ẑ − h)dh =

∫
Ωp

g(h)χÕ(z − h)δϕ(z−h)+h(ẑ)dh. (9)

The characteristic function χÕ(x) (1 inside Õ and 0 otherwise) zeroes out the terms for which z − h
falls out of Õ, where ϕ is not defined.

For each pair of pixels (z, ẑ) ∈ O × Oc, m(z, ẑ) weights the effective contribution of the pixel
error between u(z) and û(ẑ) in the total value of the energy. The quantity m(z, ẑ) is determined by
integrating the correspondences between all patches that overlap ẑ and those that overlap z in the
same relative position (shown in Figure 2).

Let us also introduce the following notation, for z ∈ O:

k(z) :=

∫
Oc

m(z, ẑ)dẑ, (10)
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Figure 2: Patch non-local inpainting. The value at z ∈ O is computed using contributions from
all the patches that overlap it, i.e. those centered at x ∈ Õ such that z = x + h with h ∈ Ωp. The
influence function m(z, ẑ) accounts for the contributions from patches centered at ẑ − h to z − h.

Since g is normalized, we have that k(z) = 1 for all z ∈ O. Thus, m(z, ·) can be interpreted as a
probability density function. Later on, we will consider confidence weights for which k(z) 6= 1. For
this reason we will keep the notation k(z) in the following derivations.

Patch non-local means. Taking the weighted squared L2-norm ‖pu(x)−pû(x̂)‖2
g,2 as a patch error

function (4), the energy (8) becomes quadratic on u. Thus its minimum for a fixed correspondence
ϕ can be computed explicitly as a non-local average of the known pixels:

u(z) =
1

k(z)

∫
Oc

m(z, ẑ)û(ẑ)dẑ, (11)

for z ∈ O. By expanding m we note that each patch overlapping z contributes a value for the current
pixel z

u(z) =
1

k(z)

∫
Ωp

g(h)û(ϕ(z − h) + h)dh.

Patch non-local medians. Considering the L1-norm patch error function (5), corresponds to
taking e(x) = |x| in (8). The Euler equation for u can be formally written as

[δuEE(u)](z) =

∫
Oc

sign[u(z)− û(ẑ)]m(z, ẑ)dẑ 3 0. (12)

This expression is multivalued, since sign(r) := r/|r| if |r| > 0 and sign(r) ∈ [−1, 1] if r = 0. Its
solution u(z) for every z ∈ O is obtained as a weighted median of the pixels of the complement Oc,
with weights m(z, · ).

Both schemes presented so far perform inpainting by transferring (averages or medians) known
gray levels into the inpainting domain. As we will see next, using a patch error function based on
the gradient of the image yields a method that transfers gradients and computes the resulting image
as the solution of a PDE. This results in better continuation properties of the solution, in particular
at the boundary of the inpainting domain.

Patch non-local Poisson. The patch NL-Poisson combines weighted L2-norms of intensity (5)
and gradients (6). The resulting energy is

Eλ,2(u) =

∫
O

∫
Oc

m(z, ẑ)[(1− λ)|∇u(z)−∇û(ẑ)|2 + λ(u(z)− û(ẑ))2]dẑdz. (13)
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Note that (13) can be rewritten as

Eλ,2(u) ∝
∫
O

k(z)|∇u(z)− v(z)|2dz +
λ

1− λ

∫
O

k(z)(u(z)− f(z))2dz + C, (14)

where C is a constant term,

f(z) :=
1

k(z)

∫
Oc

m(z, ẑ)û(ẑ)dẑ (15)

is the solution of the patch NL-means image update step, and the field v : O → RN is given by

v(z) :=
1

k(z)

∫
Oc

m(z, ẑ)∇û(ẑ)dẑ. (16)

This energy balances two terms. The first one imposes the gradients of u to be close (in the L2

sense) to a guiding vector field v computed as a non-local weighted average of the image gradients
in the known portion of the image. The second term corresponds to a quadratic attachment to the
solution of the patch NL-means image update.

In this case the Euler-Lagrange equation w.r.t. u is the screened Poisson equation

div[k(z)∇u(z)] − λ

(1− λ)
k(z)u(z) =

div[k(z)v(z)] − λ

(1− λ)
k(z)f(z), z ∈ O,

u(z) = û(z), z ∈ ∂O \ ∂Ω,
∇u(z) · nΩ(z) = 0, z ∈ ∂O ∩ ∂Ω.

(17)

Here nΩ(z) ∈ RN denotes the outgoing normal to Ω, for z ∈ ∂Ω. The problem is linear and in a
discrete setting it can be solved for instance with a conjugate gradient algorithm.

When λ = 0 the attachment to f vanishes and only gradients are transfered to the inpainting
domain, the resulting PDE is a Poisson equation. In this case, the patch similarity (that determines
m) is computed based solely on the gradients. However, the gradient is usually not a good feature
for measuring the patch similarity, and it is convenient to consider also the gray level/color data.
Typically we will set λ 6 0.1, in this way some intensity information is included in the computation
of the correspondences, without departing too much from the Poisson equation.

2.3 Extension: Decoupling Image and Correspondence Update Steps

In the variational setting, the image synthesis and the correspondence update are coupled through
a unique patch error function E. One can envision a broader family of (non-variational) methods
in which different patch comparison criterions can be chosen independently for the correspondence
update step and for the image update step. If we denote by Eu and Eϕ the patch error functions for
image update and the correspondence update respectively, we have the following algorithm (Algo-
rithm 2).

This is useful in practice for gradient-based methods. Gradient-based methods produce smooth
interpolations and enforce the continuity of the image at the boundary of the inpainting domain,
which are generally desirable features. For this to be done variationally the correspondences ϕ have to
be computed using patches of the gradient, which in most cases do not provide a reliable measure of
patch similarity. For this reason for patch NL-Poisson we define the patch error function as a convex
combination between a gradient patch error function and the squared L2-norm of intensities (the
patch error function of patch NL-means). In this way, by controlling the coefficient λ of the convex
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Algorithm 2: Alternate minimization of EEu and EEϕ .

Initialization: choose u0 with ‖u0‖∞ ≤ ‖û‖∞.
for k ∈ N do

ϕk+1 ← arg min
ϕ
EEϕ(uk, ϕ);

uk+1 ← arg min
u
EEu(u, ϕk+1);

combination we can take the image values into account for the computation of the correspondences,
and at the same time, to synthesize the image with a diffusion PDE.

However, in many cases, one cannot find a value of λ which balances a gradient-based blending of
the image and at the same time produces reliable correspondences. For such cases it is useful to extend
gradient-based methods by considering two mixture coefficients: λϕ ∈ [0, 1] for the correspondences
update step and λu ∈ [0, 1] controlling the image synthesis. This allows to combine the benefits of
intensity- and gradient-based methods into a single algorithm.

3 Implementation

In this section we describe the main implementation aspects of the schemes presented in the previous
section. Section 3.2 details the implementation of the different image update steps. Section 3.3 is
devoted to the update of the correspondence map (or nearest neighbor field), for what we use the
PatchMatch Algorithm [6], which permits to efficiently compute an approximate nearest neighbor
field. Finally, in Section 3.4 we describe a multiscale scheme, necessary to avoid bad local minima.

3.1 Discrete Setting and Notation

Throughout this section we consider discrete images defined over a rectangular bounded domain Ω :=
{0, . . . , N}2 and corresponding discrete versions of the inpainting domain Õ and its complement Õc.
To avoid a cumbersome notation, we slightly modify it in this section (for instance some arguments
of functions will be denoted as subindices). The discrete energy reads

EE(u, ϕ) =
∑
x∈Õ

E(pu(x)− pû(ϕ(x))). (18)

Patches are now functions defined on a discrete domain Ωp. The patch error function E is defined
as the weighted sum of pixel errors

E(pu(x)− pû(x̂)) =
∑
h∈Ωp

ghe(ux+h − ûx̂+h),

where e : R→ R+, or gradient errors

E(pu(x)− pû(x̂)) =
∑
h∈Ωp

ghe(∇ux+h −∇ûy+h),

where e : R2 → R+. Here, g : Z2 → R+ denotes the intra-patch kernel function, which is nonnegative,
with support Ωp and

∑
h∈Z2 gh = 1.

We need to define the discrete version of the gradient and divergence operators. We will use the
notation [A→ B] = {f : A→ B}, the set of functions from A to B.
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We define ∇ : [Ω→ R]→ [Ω→ R2] as

∇u1
i,j :=

{
0 if i = N ,
ui+1,j − ui,j if i < N ,

and similarly for the component ∇u2
i,j. The notation z = (i, j) refers to locations on the image. Let

us also define a divergence operator ∇· : [Ω→ R2]→ [Ω→ R],

∇ · pi,j :=


p1
i,j if i = 0,
−p1

i−1,j if i = N ,
p1
i,j − p1

i−1,j otherwise,
+


p2
i,j if j = 0,
−p2

i,j−1 if j = N ,
p2
i,j − p2

i,j−1 otherwise.

These operators incorporate Neumann boundary conditions on the boundary of Ω, and are dual
operators, i.e. denoting 〈·, ·〉 the usual scalar products in [Ω→ R] and [Ω→ R2], 〈∇u, p〉 = −〈u,∇·p〉,
for all u ∈ [Ω→ R], p ∈ [Ω→ R2].

3.2 Image Update Step

For the computation of the image update step, we will rewrite the energy using the pixel influence
weights m : Oe ×Oc

e → R+

mzẑ =
∑
h∈Ωp

ghδϕ(z−h)(ẑ − h)χÕ(ẑ − h).

Correspondingly we also define the normalization factor kz :=
∑

ẑ∈Oc mzẑ.

Patch NL-means and patch NL-Poisson. The discrete version of the patch NL-Poisson energy
is given by

Eλ,2(u) =
∑
z∈Oe

∑
ẑ∈Oc

e

mzẑ[(1− λ)|∇uz −∇ûẑ|2 + λ(uz − ûẑ)2].

The energy is quadratic in u and can be minimized by solving the following linear equation:{
(1− λ)∇ · [kz∇uz]− λkzuz = (1− λ)∇ · [kzvz]− λkzfz, z ∈ Oe,
u(z) = û(z), z ∈ Oe \O,

(19)

where we have defined

fz :=
1

kz

∑
ẑ∈Oc

e

mzẑûẑ and vz :=
1

kz

∑
ẑ∈Oc

e

mzẑ∇ûẑ.

Equation (19) can be solved efficiently with a conjugate gradient Algorithm [40].
When λ = 1, we recover the NL-means case and the solution can be computed directly as uz = fz.

Patch NL-medians. The discrete version of the patch NL-medians energy is given by

E1(u) =
∑
z∈O

∑
ẑ∈Oc

mzẑ|uz − ûẑ|.

This problem can be solved for each z independently, and its solution is given by a weighted median
(with weights mzẑ) of the known values ûẑ. To compute the weighted median the values ûẑ are first
sorted, then the vector is traversed while accumulating the weights, the median corresponds to the
element for which the accumulator attains half of the total weight.
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Algorithm 3: PatchMatch

input : image u, inpainting domain Õ, target image û, I iterations
output: offset field θ // can be converted to correspondences: ϕx = x+ θx

θ ←− Randomly initialize the entire offset map

(xn), n = 1, . . . , |Õ| ←− Raster ordering of the pixels in Õ

for iter = 0, . . . , I − 1 do

for n = 0, . . . , |Õ| − 1 do

// Offset propagation

if (iter mod 2) = 0 then
x = (i, j)←− xn
T←− {θi,j , θi,j−1 , θi−1,j} // candidate offsets for raster (up and left)

else
x = (i, j)←− x|Õ|−n
T←− {θi,j , θi,j+1 , θi+1,j} // candidate offsets for inverse raster (down and right)

θx ←− arg min
t∈T

E(pu(x)− pû(x+ t)) // keep the offset yielding the minimum error

// Random search

S←− Generate set of random offsets around θx // according to (21)

θx ←− arg min
t∈{{θx}∪ S}

E(pu(x)− pû(x+ t))

3.3 PatchMatch for Computing the Nearest Neighbor Field

The updating of correspondences is the most time consuming step in the minimization of the in-
painting energies (Algorithm 1). A brute force search for correspondences requires O(|Õ||Õc||Ωp|)
operations. In this section we describe (see Algorithm 3) the PatchMatch algorithm [6], which effi-
ciently finds an approximate solution to this problem. Following [6], let us express the correspondence
map as offsets θx = ϕx − x ∈ Z2. We need to solve the following problem:

θx ∈ arg min
t∈Z2 :x+t∈Õc

e

E(pu(x)− pû(x+ t)), for all x ∈ Õe. (20)

Although the patch error does not have to be a metric, we refer to pû(x+ θx) as the nearest patch or

nearest neighbor of pu(x), and to the offset map θ : Õ → Õc as the nearest neighbor field (NNF).

The search for the nearest neighbor is performed simultaneously over all the points in Õ based
on the following heuristic: since query patches overlap, the offset θx of a good match at x is likely to
be a good match for points close to x.

PatchMatch is an iterative algorithm which starts from a random initialization, when each pixel
x in the extended inpainting domain Õ is associated with a candidate correspondence ϕx ∈ Õc

following a uniform distribution over Õc. The corresponding offset is then θx = ϕx − x. After the
initialization, each iteration goes through all pixels in Õ and performs two operations at each pixel:
offsets propagation and random search. In odd iterations, pixels are traversed in raster order (from
left to right, top to bottom), while in even iterations the inverse ordering is used.
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Figure 3: Steps of the PatchMatch algorithm: a) assign offsets at random; b) check left and top
neighbors of the blue patch for the better offset (suppose iteration is odd); c) search for the better
offsets at random in sequentially decreasing windows.

Offsets propagation. Let us consider an odd iteration, when pixels are traversed in raster order.
At the pixel x = (i, j), the offsets of its left and top neighbors are tested as candidate offsets for
x. Among θi,j, θi−1,j and θi,j−1, the offset yielding the least patch error is kept as candidate. Note
that the left and top neighbors have already been visited in the propagation scan. In a backward
propagation step the pixels are traversed in the inverse order. Correspondingly, when visiting a pixel,
we consider the offsets from its right and bottom neighbors.

Random search. The result of the propagation is refined with a random search that samples a
set of candidate offsets for the pixel x. The patch error of each one of these candidate offsets is
compared with the current offset θx, and the one with minimum error is kept. Each sample ti ∈ Z2,
i = 0, 1, . . . is drawn from a uniform distribution in a square neighborhood centered at the current
offset, i.e.

ti ∼ U([−αiNmax, α
iNmax]2) + θx. (21)

Here Nmax is the maximum image dimension and α = 1/2. Each sample is taken from a smaller
window until the sampling window becomes smaller that 3 × 3 pixels. This ensures that offsets
close to the current candidate are more densely sampled. Taking Nmax as the largest image dimen-
sion guarantees that all the image can be sampled with non-zero probability, which guarantees the
asymptotic convergence of the algorithm to the true NNF.

The computational cost of one PatchMatch iteration (random search and propagation) isO(|Ωp||Õ|),
whereas the memory requirements are of O(|Õ|). For most applications, a few iterations are often
sufficient. See [6] and [7] for more details about the PatchMatch algorithm and some generalizations,
and see [1] for an analysis of its convergence rate.

3.3.1 Parallelization of PatchMatch

Parallelization might be used to further accelerate the nearest neighbor field estimation with Patch-
Match. In [6] it was proposed to implement PatchMatch on a GPU using the jump flood algorithm
of [39] to accelerate the propagation step. Here, we focus on the parallelization for CPU considering
several options.
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Algorithm 4: PatchMatch parallelization with decoupling

. . .
for iter = 0, . . . , I − 1 do

// Offset propagation (raster or inverse raster order)

for n = 0, . . . , |Õ| − 1 do
Propagate at pixel n . . .

// Random search. The following loop is parallel

parallel for n = 0, . . . , |Õ| − 1 do
Random search at pixel n . . .

Note in Algorithm 3 that at a given pixel the propagation step is immediately followed by the
random search. The loops cannot be parallelized naively because the propagation is sequential: it
depends on the preceding neighbors according to the propagation order. One approach would be to
decouple the propagation and search steps as in Algorithm 4: the propagation is done first for all
pixels and then the random search is performed on all pixels. In this way, all data dependencies are
left in the propagation step and the search step can be easily parallelized. However, such decoupling
slows down the propagation of good random offsets, therefore it affects the convergence speed (that
is, to attain a similar result, Algorithm 4 may require more iterations than Algorithm 3).

A slightly different approach to parallelization considers the pixels diagonal-by-diagonal (going
from the top-right to the bottom-left corner of the image) instead of the usual row-by-row. In
this way, during the propagation step (on odd iterations), each pixel depends only on its top and
left neighbors (or bottom and right neighbors on even iterations). This means, that pixels in the
same diagonal are independent during both propagation and search steps, hence can be processed
in parallel. This algorithm yields exactly the same result as Algorithm 3. However, since it violates
the data locality principle, in practice it has a poor performance because of the reduced efficiency of
data caching in the CPUs.

In this work we implement a parallelization scheme, mentioned in [7]. Assuming that P CPUs
are available, we split the inpainting domain in chunks of equal sizes. In each iteration propagation
and random search are performed independently for each chunk on a separate processor, as detailed
in Algorithm 5. Each chunk consists of |Õ|/P pixels of the inpainting domain. In a row-by-row
representation of an image each processor gets some adjacent rows. In this way, within a single iter-
ation, a good offset cannot be propagated across chunks. To allow propagation across the boundary
of a chunk we use two separate buffers for odd and even chunks and after each iteration we copy
the boundary rows from one buffer to another. As a drawback, this scheme affects the convergence
speed due to the limited propagation, however, to our knowledge this effect is negligible.

3.4 Multiscale Scheme

As in many state of the art exemplar-based inpainting methods (e.g. [26, 27, 43]), we incorporate a
multiscale scheme. As noted in [24] and, as the example of Figure 4 suggests, inpainting is inherently
a multiscale problem: images have structures of different sizes, ranging from large objects (as the
lamps and their periodic distribution on the image) to fine scale textures (like the characters) and
edges. The multiscale scheme responds to the fact that several patch sizes are needed to reproduce
all these structures properly.

In Figure 4, we show completions obtained with patch NL-means using different patch sizes.
We used a Gaussian intra-patch weight kernel g with standard deviation a. The figure shows two
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Algorithm 5: PatchMatch parallelization by chunks

. . .
θ0 ← Randomly initialize the entire offset map // Create two output buffers

θ1 ← Randomly initialize the entire offset map
for iter = 0, . . . , I − 1 do

// The following loop is parallel. nCPU is the number of CPUs or threads.

parallel for r = 0, . . . , nCPU− 1 do

range ←
[
r |Õ|

nCPU
, . . . , (r + 1) |Õ|

nCPU
− 1
]

// Determine the range for the r-th CPU

// Process the range updating the correct output buffer

for x ∈ range do

θ
(rmod 2)
x ← . . . Propagate . . .

θ
(rmod 2)
x ← . . . Random search . . .

(θ0
[odd ranges], θ

1
[even ranges])← (θ1

[odd ranges], θ
0
[even ranges]) // Synchronize output buffers

θ ← θ0 // Pick one buffer

results with a small patch (a = 4) and one result with a large patch (a = 19). The latter is able to
reproduce the periodic pattern of the lamps, but the completion is blurry due to the spacial overlap
of the patches and presents many discontinuities at the boundary of the inpainting domain.

The results with the small patch (second and fourth columns) do not show these artifacts, but
one of them has failed to reproduce the lamps. The only difference between both is the initialization.
The one in the second column was initialized with the original image, whereas the other one with
the result obtained with the multiscale approach described in this section.

The implemented multiscale method goes along the lines of what is customary in the literature
[22, 26, 43]. It consists in applying sequentially the inpainting scheme on a Gaussian image pyramid,
starting at the coarsest scale. The result at each scale is upsampled and used as initialization for the
next finer scale. The patch size is constant through scales.

Construction of a masked Gaussian pyramid. We create two pyramids: one for the image and
one for the inpainting domain mask. As will be detailed soon, at any scale, for the image filtering
we do not use the data inside the inpainting domain. Let us consider S scales, the finest denoted
with s = 0. We will specify the size of the image at the coarsest level AS−1. Denoting the size of the
image at the finest scale by A0, we compute the sampling rate as r := (A0/AS−1)1/(S−1) > 1. The
width of the Gaussian filter σ is associated with the sub-sampling factor r as σ(r) = 0.62

√
r2 − 1

(see [32] for details). Let a0 be the size of the patch and Ea0 the corresponding energy. We will add
the superindex s = 0, . . . , S−1 to the variables u and ϕ to denote the scale. As before, the subindex
0 refers to the initial condition, i.e. us0 is the initial condition at scale s.

The mask pyramid is created by applying a fixed threshold TO after each downsampling step.
Thus, we have the following relation between the characteristic functions of the inpainting domains
Os and Os+1:

χOs+1 = (↓r gσ(r) ∗ χOs) > TO.

The value for TO is set to 0.4, which implies that the inpainting domain is shrunk a little from one
scale to the next. Given a scalar image f and a scalar T , by f > T we denote a binary image which
is one if and only if f(x) > T .

To generate the image pyramid, we use masked convolutions that only use the data in the known

375



Vadim Fedorov , Gabriele Facciolo , Pablo Arias

Figure 4: Single scale vs. multiscale. Left column: inpainting domain and initial condition. For
the rest of the columns, from left to right: single scale inpainting with a 9 × 9 patch with a = 4;
single scale inpainting with a 43 × 43 patch with a = 19; multiscale inpainting with three scales,
corresponding to patch sizes of 9× 9 with a = 4, 21× 21 with a = 9, and 43× 43 with a = 19. All
results have been computed with the patch NL-means scheme. The bottom row shows the boundaries
between copy regions superimposed over the energy density image.

part of the image. At scale s, we have that

us+1
0 =↓r masked-convolution(gσ(r), (O

s)c;us),

The masked convolution operator, is defined for images g and f and a region A, as

masked-convolution(g, A; f)(x) =

∑
h∈Z2 g(x− h)χA(h)f(h)∑

h∈Z2 g(x− h)χA(h)
=
g ∗ (χAf)(x)

g ∗ χA(x)
.

In other words, the image at scale s is multiplied by the mask of known data before the convolution
with the smoothing kernel. Afterwards a normalization is applied to each pixel.

Joint image and NNF upscaling. When going from scale s+ 1 to s we need to upsample both
the correspondence map and the inpainted image. We proceed as in [43]. The coarse correspondences
ϕs+1 are first interpolated to the finer image size, yielding ↑r ϕs+1. For this we use nearest neighbor
interpolation. These interpolated correspondences are then scaled by r, yielding ϕs0 = r · ↑r ϕs+1.
The image is upsampled by solving an image update step at the finer scale, using the upsampled
correspondences: us0 = minu Ea0(u, ϕs0). More conventional upsampling schemes by local interpolation
(such as bilinear or splines) introduce a bias towards low-frequency non-textured regions. This
exemplar-based upsampling avoids such bias.

Notice that keeping the patch size constant while filtering and reducing the image can be seen
as the sequential minimization of a series of inpainting energies with varying patch size given by
as = (1/rs)a0, s = 0, . . . , S − 1, over a corresponding series of filtered images. In the coarsest
scale S − 1, a larger portion of the inpainting domain is covered by partially known patches. This
makes the inpainting task easier and less dependent on the initialization. The energy at this scale
should have fewer local minima. The dependency of the minimization process on the initial condition
ensures that each single scale solution remains close to the coarse scale initialization. The multiscale
algorithm exploits this dependency to obtain an image u0 which is approximately self-similar for all
scales (or equivalently, for all patch sizes).

Figure 4 shows a comparison between single and multiscale results with the patch NL-means
scheme. The multiscale result shows the benefits of large and small patch sizes. The missing lamps
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Algorithm 6: Multiscale inpainting scheme

input : known image u0, inpainting domain O, patch size a0, number of scales S, size of
coarsest scale AS−1

output: inpainted image us and offset map ϕs at each scale

r ← (size(u0)/AS−1)1/(S−1) // size factor

{Os}s=0,...,S−1 ← Compute pyramid of domains (S scales, factor r) from O
{us0}s=0,...,S−1 ← Initialize pyramid of images (S scales, factor r) from u0 and O

for s = S − 2, . . . , 0 do
if s = S − 1 then

us0 ← Initialize inpainting domain with average value of u0 in Õc

else
ϕs0 ← r · (↑r ϕs+1) // upsample using nearest neighbor interpolation and scale by r

us0 ← arg minu Ea0(u, ϕs0) // solve image update (§3.2)

s.t. u(x) = us0(x), ∀x 6∈ Os

(us, ϕs)← arg min(u,ϕ) Ea0(u, ϕ) // call to Algorithm 1

s.t. u(x) = us0(x), ∀x 6∈ Os,
with initial condition us0 in Os

have been completed with the correct shape and spacing by the coarser stages, and the fine details are
overall much less blurry. Also, there are almost no discontinuities at the boundary of O. The bottom
row shows the copy regions. The single scale results show a coarse partition for the large patch (the
copying is more rigid), and one with many small regions for the smaller patch. The multiscale NNF
shows an intermediate partition, with some large regions inside of the hole and smaller ones around
its boundary. The inpainting at the finer scales works by refining the coarse partition obtained at
coarser scales.

3.5 Confidence Mask

For large inpainting domains, it is useful to introduce a mask κ : Ω→ (0, 1] which assigns a confidence
value to each pixel, depending on the certainty of its information (see also [16, 27]). This helps in
guiding the flow of information from the boundary towards the interior of the hole, eliminating some
local minima and reducing the effect of the initial condition. The resulting energy takes the form

EE(u, ϕ) =
∑
x∈Õ

κ(x)E(pu(x)− pû(ϕ(x))). (22)

The effect of κ on the image update step can be seen on the pixel influence weights m

mzẑ =
∑
h∈Ωp

ghκ(z − h)δϕ(z−h)(ẑ − h)χÕ(ẑ − h).

Thus, the contribution of the patch pu(z − y) to the evidence function is now weighted by its confi-
dence. Patches with higher confidence will have a stronger influence.
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For the experiments shown in this paper, the confidence mask was set to

κ(x) =

{
(1− c0) exp

(
−d(x,∂O)

tc

)
+ c0 if x ∈ O,

1 if x ∈ Oc,

which shows an exponential decay w.r.t. the distance to the boundary inside the inpainting domain
d(·, ∂O). Here tc > 0 is the decay time and c0 > 0 determines the asymptotic value reached far away
from the boundary. Setting tc = 0 results in a constant confidence mask.

3.6 Color Images

Energies for color images are obtained by defining a patch error function for color patches as the sum
of the error functions of the three scalar components

E(pu(x)− pû(x̂)) =
3∑
i=1

E(pui(x)− pûi(x̂)),

where u : Ω → R3 is the color image, and ui (with i = 1, 2, 3) are its components (analogously for
gradient-based errors). Given the correspondences, each channel is updated using the scheme for
scalar images. All channels are updated using the same correspondences.

4 Experiments and Parameter Selection

In this section we demonstrate the proposed schemes on real inpainting problems and compare them
with four representative state of the art methods. The images used were obtained from [27] and
from the inpainting benchmark proposed by [26], available at http://yokoya.naist.jp/research/
inpainting/.

4.1 Experimental Setting

We consider three inpainting methods, variations of our proposed framework, namely patch NL-
means, -medians and -Poisson. In all cases we use the multiscale approach and the CIELab color
space.

Some representative results are shown in Figure 5. Obtaining good results requires fixing the
following parameters (see Table 1 for the concrete values used in the experiments):

Patch size. We used square patches with constant intra-patch weights (g = 1/|Ωp|). Gaussian-
weighted patches require a larger support, reducing the available exemplars.

Multiscale parameters. The multiscale scheme has two parameters: the size of the coarsest image
AS−1 and the number of scales S. The former is the most critical one. We specify AS−1 as a
percentage of the original size. The default value is set according to [34, 33], where it is noted
that the size of the inpainting domain in the coarsest scale should be smaller than twice the
patch size. In our implementation, the default value for AS−1 is

AS−1 =
1.5 · patch size

maxx∈O d(x,Oc)
.

This default value can be overridden by the user. A reasonable initial guess for the number of
scales S can be such that the subsampling rate r = (A0/AS−1)1/(S−1) ≈ 21/3 ≈ 1/0.8 as in [43].
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Matsuri Mailboxes Baseball Sofa
M Md P M Md P M Md P M Md P

S 10 10 11 7 7 7 6 6 6 8 6 8
AS−1,(%) 15 10 10 30 50 30 30 30 30 20 50 20
patch size 7 7 7 9 11 9 9 9 7 11 11 7

tc 5 3 5 5 3 4 5 5 5 5 5 3
λ – – 0.01 – – 0.05 – – 0.01 – – 0.01

Table 1: Parameters for the results on the images in Figures 4 and 5.

Confidence mask. The confidence mask has two parameters, the asymptotic value c0 and the decay
time tc. For all experiments we fix c0 = 0.1.

Initialization. To initialize the inpainting domain in the coarsest scale, we used a (local) Poisson
interpolation by solving ∆u(x) = 0 with Dirichlet boundary conditions.

Mixing coefficient. For the patch NL-Poisson scheme the mixing coefficient λ should be specified
as well. Recall that lower values of λ give a higher weight to the gradient component of the
energy. This is appropriate for structured images with strong edges.

For the sake of comparison we also include results obtained using four representative methods
from the state of the art. Two of them compute a coarse correspondence map, the PatchWorks (PW)
method [35] and the approach of [27] (KT). The first one is greedy and the latter is iterative. Seams
between blocks are eliminated a posteriori, using for instance a Poisson blending. The other two
methods compute a dense correspondence map: Resynthetizer (R) [23] (greedy) and the approach
of [26] (KSY) (iterative). The latter is similar to the patch NL-means, with two improvements:
locality of the nearest neighbor search and a correction that accounts for multiplicative brightness
changes.

The results from KT were published in [27] and those from KSY can be found in [26] and are
also available at http://yokoya.naist.jp/research/inpainting/. The Resynthetizer algorithm is
implemented as a plug-in for the GIMP image editing software2. Our implementation of PatchWorks
was written by Geoffrey Scoutheeten and was kindly made available to us by Simon Masnou. It does
not include the blending post-processing step, so all seams are visible. We refer the reader to [35]
and [13] for results obtained using this efficient technique with blending.

The three inpainting schemes presented here differ in the way the patches are blended. Methods
based on the L2-norm perform a smooth blending, whereas those based on the L1-norm favor sharper
transitions.

It is notorious that patch NL-medians performs better at reproducing fine textures (Figure 5b).
The results of the L2 methods are smoothed by the spatial averaging of overlapping patches. On
the other hand, patch NL-medians creates sharp discontinuities when different copy regions meet
(Figure 5c). These discontinuities are very noticeable and in these cases some smoothing is desirable.
Also patch NL-medians generally requires the use of larger patches, particularly for structured images.

Patch NL-Poisson combines the exemplar-based interpolation with PDE-based diffusion schemes.
This results in a smoother continuation of the information across the boundary and inside the in-
painting domain, and in a better propagation of structures (Figures 5c and 5a). Furthermore, the
inclusion of gradients in the patch similarity criterion allows to handle additive brightness changes.

2GIMP: GNU Image Manipulation Program. S. Kimball, P. Mattis and the GIMP Dev. Team. http://www.gimp.
org/. Version 2.6.8 released on December 2009.
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(a) Example with periodic textures (Mailboxes)

(b) Example with random textures (Baseball)

(c) Example with structures (Sofa)

Figure 5: Results on periodic, textured, and structured images. PW: PatchWorks [35], R:
Resynthesizer [23] ,KT: method of [27], and KSY: Kawai et al. [26]. M, Md and P stand for patch
NL-means, -medians and -Poisson.
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This is not the case for intensity-based methods (patch NL-means and NL-medians), which produce
abrupt transitions at the boundary of the hole and between copy regions (Figures 5a and 5c).

A Organization of the Code

In this section we briefly describe the architecture of the code. The provided implementation is
written in C++ and is object oriented, so the algorithm is encapsulated in a number of classes,
which can be divided into data structures, algorithms, and utilities. The code was designed to be
modular so that these new schemes can be added easily: only the patch similarity criterion and the
corresponding image update step need to be implemented.

Although the code is written with more emphasis on readability than on performance, for the
computation of the correspondence map we implemented a parallel version of PatchMatch [6].

A.1 Data Structures

These classes were designed to store the data:

Shape: container for a 2D rectangular shape (width and height).

Image: container for an image with some defined pixel type.

Mask: container for a binary mask. Mask differs from image in that it provides methods to iterate
over the region represented by the mask.

A.2 Algorithms

These are the main classes that encapsulate the logic of the inpainting algorithms:

ImageInpainting: the main class implementing the image inpainting method. It should be param-
eterized by the PatchMatch class and a class derived from AImageUpdating.

PatchMatch: implementation of the Patch-Match algorithm. It should be parameterized by a class
derived from APatchDistance.

APatchDistance: abstract base class for different patch distances. We have implemented the
following patch distances, derived from APatchDistance:

L2NormPatchDistance: implementation of the L2-Norm patch distance.

L1NormPatchDistance: implementation of the L1-Norm patch distance.

L2CombinedPatchDistance: implementation of the L2-Norm patch distance which takes
into account intensity differences and gradient differences. The relative importance of the
intensity term over the gradient term is controlled by the ‘lambda’ parameter.

AImageUpdating: abstract base class for different image updating methods. We have implemented
the following image update methods, derived from AImageUpdating:

PatchNonLocalPoisson: implementation of the Non-Local Poisson image updating scheme.

PatchNonLocalMeans: implementation of the Non-Local Means image updating scheme.

PatchNonLocalMedians: implementation of the Non-Local Medians image updating scheme.

Abstract APatchDistance and AImageUpdating classes with their corresponding derived classes
allow to easily configure the algorithm to apply any desired approach (NL-means, NL-Poisson, etc.).
The following example shows how they are used.
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A.2.1 Usage Example

Setup Image inpainting algorithm.

// setup patchmatch

Shape patch size = Shape(patch_side , patch_side );

APatchDistance *patch distance = new L2CombinedPatchDistance(lambda ,

patch size, patch_sigma );

PatchMatch *patch match = new PatchMatch(patch distance,
patch_match_iterations , random_shots_limit , -1);

// setup image update

AImageUpdating *image updating = new PatchNonLocalPoisson(patch size, patch_sigma ,

lambda , conj_grad_tol , conj_grad_iter );

// create inpainting object

ImageInpainting image inpainting = ImageInpainting(inpainting_iterations ,

tolerance ,

scales_amount ,

subsampling_rate ,

confidence_decay_time ,

confidence_asymptotic_value ,

initialization_type ); // enum

image inpainting.set weights updating(patch match);
image inpainting.set image updating(image updating);

Call the algorithm.

// image of type Image , and mask of type Mask

Image<float > output = image inpainting.process(input , mask);

The implementation can be extended to new inpainting schemes corresponding to different patch
similarity criteria. To do so, one needs to implement only the image update class and the patch
distance class.
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